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Abstract. Having precise information about health IT evaluation studies is 

important for evidence-based decisions in medical informatics. In a former 

feasibility study, we used a faceted search based on ontological modeling of key 
elements of studies to retrieve precisely described health IT evaluation studies. 

However, extracting the key elements manually for the modeling of the ontology 

was time and resource-intensive. We now aimed at applying natural language 
processing to substitute manual data extraction by automatic data extraction. Four 

methods (Named Entity Recognition, Bag-of-Words, Term-Frequency-Inverse-

Document-Frequency, and Latent Dirichlet Allocation Topic Modeling were 
applied to 24 health IT evaluation studies. We evaluated which of these methods 

was best suited for extracting key elements of each study. As gold standard, we used 

results from manual extraction. As a result, Named Entity Recognition is promising 
but needs to be adapted to the existing study context. After the adaption, key 

elements of studies could be collected in a more feasible, time- and resource-saving 

way. 
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1. Introduction 

The search and retrieval of health IT evaluation studies via PubMed just by using MeSH 

terms can be challenging due to lack of precise MeSH terms in the field of health IT 

evaluation [1]. Having precise information about health IT evaluation studies is 

important for evidence-based decisions in medical informatics. To solve this issue, in an 

earlier study, we have used a faceted search based on ontological modeling of key 

elements of studies to retrieve precisely described health IT evaluation studies [2]. 

However, retrieving the key elements for the faceted search manually was time and 

resource-intensive. To solve this issue, we now aimed at applying natural language 

processing based on the ontology population approach to substitute manual data 

extraction by retrieving the key elements of the studies by automatic extraction [3]. The 
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aim of this paper is to compare four methods for automatic data extraction with regard 

to their effectiveness. 

2. Methods 

We compared four natural language processing methods: Bag-of-Words (BoW), Term-

Frequency-Inverse-Document-Frequency (TFIDF), Latent Dirichlet Allocation (LDA) 

Topic Modeling and Named Entity Recognition (NER). We applied each of them to 24 

health IT evaluation studies after generating text corpora and pre-processing of the 

studies. We aimed at extracting the following key elements of health IT evaluation 

studies: evaluated application system, features of the evaluated application system, 

organizational unit and users of the evaluated application system, and software product 

name. Furthermore, we focused on the author of the study, the used study method and 

the outcome criteria of the study. The programming language Python and the Integrated 

Development Environment (IDE) PyCharm were used. We utilized the following Python 

libraries: gensim, NLTK, pandas, pyLDAvis, python-docx, scikit-learn, scispacy and 

spacy [4]. The detailed information of the experiment and code can be found on the 

github repository of this study [5]. We compared the effectiveness of the methods by 

comparing the extracted key elements with the outcome from manual data extraction. 

The efficiency was measured by observing the coding task due to complexity of the code 

and the reusability of the Python code. 

3. Results 

The three statistical-based natural language processing methods Bag-of-Words (BoW), 

Term-Frequency-Inverse-Document-Frequency (TFIDF) and Latent Dirichlet 

Allocation (LDA) Topic Modeling were not helpful to extract key elements of the studies. 

The results of the three methods mostly present single words. Table 1 illustrates one 

example for each of these 3 methods for the key elements evaluated application system 

and outcome criteria of the study2. 

Table 1. Examples for the statistical-based natural language processing methods a) Bag-of-Words (BoW), b) 

Term-Frequency-Inverse-Document-Frequency (TFIDF) and Latent Dirichlet Allocation (LDA) Topic 

Modeling. 

Method Extracted key element 
of the study 

Results with the natural 
language processing 

method 

Results with manual data 
extraction 

BoW Application System 
 

 

 
Outcome Criteria 

 

nursing 
system 

 

 
users 

satisfaction 

nursing information 
system 

 

 
user interaction 

satisfaction 

 
TFIDF  Application System 

 

 

information 

nursing 

systems 

see above 

 

 

 
2 J. Liaskos, and J. Mantas, Measuring the user acceptance of a Web-based nursing documentation 

system., Methods Inf. Med. 45 (2006) 116–20. 
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Outcome Criteria satisfaction 

user 

 

see above 

LDA TM Application System 

 

 
 

Outcome Criteria 

nursing 

system 

information 
 

user 

satisfaction 

see above 

 

 
 

see above 

The rule-based natural language processing method Named Entity Recognition (NER) 

showed more promising results. Table 2 illustrates this with one example of the same 

study. 

Table 2. Example result for the rule-based natural language processing method Named Entity Recognition 

(NER) 

Method The extracted element 
of the study 

Results with the natural 
language processing 

method 

Result with manual data 
extraction 

NER Application System nursing information 

system 

nursing information system 

 

   Outcome Criteria user interface satisfaction user interaction satisfaction 

    

Overall, 19 of 24 evaluated application systems, 14 of 15 software product names and 5 

of 24 outcome criteria could be extracted correctly with Named Entity Recognition 

(NER). 

All four natural language processing methods were efficiently usable due to high code 

reusability within each method. 

4. Discussion 

Named Entity Recognition (NER) is promising for the retrieval of four key elements of 

health IT evaluation studies: the evaluated application system, the software product name, 

seldom the outcome criteria of the study and mostly all authors and co-authors. To 

increase the probability to retrieve also other key elements and so improve the 

effectiveness of the method, the Named Entity Recognition (NER) method needs to be 

adapted. Here, so-called entity lists, usable in the Python library spacy [6], could be used. 

The entity lists could be generated based on the already existing terms of the ontology. 

By using these entity lists, already known modeled key elements could be detected in a 

time- and resource-saving task. These entity lists could also serve in the future as a 

general speech model in the field of medical informatics within several natural language 

processing applications. Such a general speech model is currently missing in the field of 

medical informatics. The challenge for our use case is still the unsolved procedure of 

handling not yet known key elements of health IT evaluation studies. Here, we aim at 

investigating machine learning methods with parts of active learning, where the person 

who extracts the key elements of a study can intervene constantly and actively in the 

machine learning process [7]. 

The other investigated natural language processing methods Bag-of-Words (BoW), 

Term-Frequency-Inverse-Document-Frequency (TFIDF) and Latent Dirichlet 

Allocation (LDA) Topic Modeling as used were not useful for our context. As observed, 
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they only extract single words, which were not sufficiently similar to the manually 

extracted key elements. However, Topic Modeling with n-grams could be investigated 

more due to the possibility to detect more word phrases in this way [8]. 

Nevertheless, a further limitation of all four methods is the missing context, which 

is not visible in the results of the analyses, and the reader normally gains while reading 

an article. Here wrong assumptions on the significance of results to be indeed the right 

key element are possible. Due to this circumstance, natural language processing methods 

and here mostly Named Entity Recognition (NER) are only helpful for a semi-automatic 

data extraction of key elements of studies. 

5. Conclusions 

The investigated natural language processing methods Bag-of-Words (BoW), Term-

Frequency-Inverse-Document-Frequency (TFIDF), Latent Dirichlet Allocation (LDA) 

Topic Modeling and Named Entity Recognition (NER) cannot substitute the manual 

extraction of key elements of health IT evaluation studies. However, the Named Entity 

Recognition (NER) method is promising for semi-automatic data extraction but needs to 

be adapted. After this adaption, a general speech model for several applications of natural 

language processing in the field of medical informatics could be gained. 
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